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## Ejercicio 4

# ENT

## Ejercicio 1

1. **doc**:

Entropy = 4.206582 bits per byte.

Optimum compression would reduce the size

of this 71680-byte file by 47 percent.

Chi square distribution for 71680 samples is 5041318.18, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 45.4639 (127.5 = random).

Monte Carlo value for Pi is 3.816842458 (error 21.49 percent).

Serial correlation coefficient is 0.540488 (totally uncorrelated = 0.0).

La entropía esta lejos de ser la ideal, hay que observar el resto de pruebas, pero no parece aleatorio.

El índice aleatorio es malo, mucha información esta repetida por lo que la podría eliminar y no se notaría.

La chi-cuadrado es muy baja no es válida.

La media esta lejos de ser 127.5.

Monte Carlo, los puntos no estarán distribuidos uniformemente, indica que no es aleatorio.

La correlación es alta, está demasiado ceca del 1, definitivamente no es aleatorio.

**c:**

Entropy = 4.846849 bits per byte.

Optimum compression would reduce the size

of this 7989-byte file by 39 percent.

Chi square distribution for 7989 samples is 158914.00, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 73.3497 (127.5 = random).

Monte Carlo value for Pi is 4.000000000 (error 27.32 percent).

Serial correlation coefficient is 0.471176 (totally uncorrelated = 0.0).

NO es aleatorio

**jpeg:**

Entropy = 7.976906 bits per byte.

Optimum compression would reduce the size

of this 1344317-byte file by 0 percent.

Chi square distribution for 1344317 samples is 43454.94, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 129.2505 (127.5 = random).

Monte Carlo value for Pi is 3.115455341 (error 0.83 percent).

Serial correlation coefficient is 0.003607 (totally uncorrelated = 0.0).

Le entropía es bastante buena.

Este formato es bastante bueno, es aleatorio.

**gif:**

Entropy = 7.985225 bits per byte.

Optimum compression would reduce the size

of this 21602-byte file by 0 percent.

Chi square distribution for 21602 samples is 431.11, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 128.9456 (127.5 = random).

Monte Carlo value for Pi is 3.102222222 (error 1.25 percent).

Serial correlation coefficient is 0.013769 (totally uncorrelated = 0.0).

La entropía esta muy cercana a la ideal, que es 8.

Los resultados son bastante buenos, para todas las pruebas, por lo que es aleatorio.

**bmp:**

Entropy = 6.898953 bits per byte.

Optimum compression would reduce the size

of this 75088-byte file by 13 percent.

Chi square distribution for 75088 samples is 763343.67, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 82.0634 (127.5 = random).

Monte Carlo value for Pi is 3.384689148 (error 7.74 percent).

Serial correlation coefficient is 0.026482 (totally uncorrelated = 0.0).

XXXXXXXXXXXXXXX

1. Las imágenes han dado bastantes mejores resultados en lo referido a aleatoriedad, son archivos que tienen mucha menos información y mas comprimibles. Sin embargo, las imágenes tienen mucha más información y dan mejores resultados aquellos formatos que no son comprimidos.

Doc y c no son poco aleatorios.

Jpeg, gif son bastante aleatorios.

Bmp da resultados que aparentemente parece que es aleatorio.

## Ejercicio 2

1. R1000:

Entropy = 6.022706 bits per byte.

Optimum compression would reduce the size of this 1378-byte file by 24 percent.

Chi square distribution for 1378 samples is 4180.06, and randomly would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 83.2054 (127.5 = random).

Monte Carlo value for Pi is 4.000000000 (error 27.32 percent).

Serial correlation coefficient is 0.161037 (totally uncorrelated = 0.0).

R1000000:

Entropy = 6.044381 bits per byte.

Optimum compression would reduce the size

of this 1375004-byte file by 24 percent.

Chi square distribution for 1375004 samples is 3958583.15, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 83.3311 (127.5 = random).

Monte Carlo value for Pi is 4.000000000 (error 27.32 percent).

Serial correlation coefficient is 0.114682 (totally uncorrelated = 0.0).

La diferencia entre ambos documentos es muy pequeña, lo importante es que la semilla original sea buena, no la cantidad de valores que extraigamos. Por muchos valores que generemos no mejorara, si no da lugar a buenas series de números.

## Ejercicio 3

1. Doc comprimido .zip:

Entropy = 7.981167 bits per byte.

Optimum compression would reduce the size

of this 16898-byte file by 0 percent.

Chi square distribution for 16898 samples is 453.31, and randomly

would exceed this value less than 0.01 percent of the times.

Arithmetic mean value of data bytes is 126.5527 (127.5 = random).

Monte Carlo value for Pi is 3.160511364 (error 0.60 percent).

Serial correlation coefficient is 0.018805 (totally uncorrelated = 0.0).

La entropía del comprimido es mucho mas alta pasa de 4 a prácticamente perfecta, esto se debe a que cuando comprime elimina lo repetido y que es prescindible. Tras comprimir está limpio.

1. Doc cifrado aes256:

Entropy = 7.997527 bits per byte.

Optimum compression would reduce the size

of this 71712-byte file by 0 percent.

Chi square distribution for 71712 samples is 245.85, and randomly

would exceed this value 64.81 percent of the times.

Arithmetic mean value of data bytes is 127.2822 (127.5 = random).

Monte Carlo value for Pi is 3.149933066 (error 0.27 percent).

Serial correlation coefficient is 0.004273 (totally uncorrelated = 0.0).

La entropía del original era pésima, pero tras cifrarlo es casi perfecta. Tanto que el original es muy probable que sea aleatorio y el original es casi seguro que no sea aleatorio. Mejora mucho al cifrar.

1. Ambos pesan 10 KB, esto se debe a como se puede ver en el apartado b el grado de compresión optimo es 0. Por lo que el tamaño se ha podido reducir un 0%.

La entropía cuando esta cifrado y cuando es comprimido son muy buenas ya que ambos tienen un proceso que elimina las redundancias que haya, por ello ambos mejoran tanto del original. La original tenía entropía bastante mala y esto hacía que determináramos que no era aleatorio, sin embargo, cuando ciframos o comprimimos elimina todas las repeticiones, dando un resultado casi perfecto.